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Modelos de predicción de riesgo basados en IA para emergencias hipertensivas en 
pacientes diabéticos: Validación en cohortes multiétnicas
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he study was undertaken to confirm artificial 
intelligence (AI) risk models of hypertensive 
emergencies among diabetic patients in mul-

tiethnic populations. The study was a multicenter his-
torical cohort involving 24,718 diabetic and hypertensive 
patients from various ethnic groups (European, African, 
South Asian, Hispanic, East Asian, and Middle Eastern). 
The performances of three machine learning algorithms 
(XGBoost, neural network, and random forest) were con-
trasted with logistic regression. The outcomes showed 
that the XGBoost model, which recorded AUC values 
of 0.89 for Cohort B and 0.85 for Cohort B, was signifi-
cantly better compared to standard models and had a 
high ability to identify evolving patterns such as systolic 
blood pressure fluctuation and kidney function changes. 
However, subgroup analyses revealed significant ethnic 

differences in model performance: sensitivity was lower 
in African-American (76.2%) compared to South Asian 
(88.1%) patients, and positive predictive value was 15% 
lower in Hispanics compared with East Asians. Addition-
ally, poor calibration in high-risk groups (African-Ameri-
cans) and the influence of social determinants of health 
on predictive accuracy were observed. These findings 
reaffirm the importance of validating models in every eth-
nic environment, including social variables, and develop-
ing dynamic calibration procedures to provide equitable 
and accurate treatment.

Keywords: Artificial intelligence risk prediction, hyper-
tension severity, diabetes mellitus, multiethnic validation, 
algorithmic fairness
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l estudio se realizó para confirmar los mode-
los de riesgo basados ​​en inteligencia artificial 
(IA) para emergencias hipertensivas en pa-

cientes diabéticos de poblaciones multiétnicas. El estu-
dio consistió en una cohorte histórica multicéntrica que 
incluyó a 24.718 pacientes diabéticos e hipertensos de 
diversos grupos étnicos (europeos, africanos, del sur de 
Asia, hispanos, del este de Asia y de Oriente Medio). 
Se comparó el rendimiento de tres algoritmos de apren-
dizaje automático (XGBoost, redes neuronales y bos-
que aleatorio) con regresión logística. Los resultados 
mostraron que el modelo XGBoost, que registró valores 
de AUC de 0,89 y 0,85 para la cohorte B, fue signifi-
cativamente mejor que los modelos estándar y mostró 
una alta capacidad para identificar patrones evolutivos, 
como fluctuaciones de la presión arterial sistólica y cam-
bios en la función renal. Sin embargo, los análisis de 
subgrupos revelaron diferencias étnicas significativas 
en el rendimiento del modelo: la sensibilidad fue menor 
en pacientes afroamericanos (76,2%) que en pacientes 
del sur de Asia (88,1%), y el valor predictivo positivo fue 
un 15% menor en pacientes hispanos que en pacientes 
del este de Asia. Además, se observó una calibración 
deficiente en grupos de alto riesgo (afroamericanos) y 
la influencia de los determinantes sociales de la salud 
en la precisión predictiva. Estos hallazgos reafirman la 
importancia de validar los modelos en todos los entor-
nos étnicos, incluyendo las variables sociales, y de de-
sarrollar procedimientos de calibración dinámicos para 
proporcionar un tratamiento equitativo y preciso. 

Palabras clave: Predicción de riesgo mediante inteli-
gencia artificial, gravedad de la hipertensión, diabetes 
mellitus, validación multiétnica, equidad algorítmica.

iabetes mellitus and hypertension are 
two common chronic diseases with 
a severe global burden which do not 

occur in isolation in patients. This comorbidity is itself 
a serious clinical issue since both diseases singly and 
together each increase the risk of cardiovascular, re-
nal, and neurological complications substantially1. Of 
particular concern is the development of hypertensive 
emergencies in diabetic patients. These sudden crises, 
characterized by a highly severe and life-threatening 
rise in blood pressure with progressive organ damage, 
must be immediately treated by a physician and, un-
less detected and treated early, can lead to catastrophic 
complications such as stroke, encephalopathy, acute 
heart failure, aortic dissection, or acute renal failure2. 
Diabetic patients are prone to swings in blood pressure 
and are at a potentially higher risk for developing such 
emergencies owing to several factors, including the inci-
dence of autonomic neuropathy, impaired vascular con-
trol, and greater incidence of chronic kidney disease3. 
However, early detection of high-risk diabetic patients 
for these acute events using the traditional tools of risk 
stratification has always been challenging. Modern risk 
prediction models are frequently not complex enough to 
detect the dynamic and nonlinear interactions between 
several risk factors (such as glycemic control, renal func-
tion, cardiovascular history, socioeconomic status, and 
paraclinical results) and may be not accurate enough to 
provide reliable predictions of these relatively rare but 
highly destructive occurrences4,5. Artificial intelligence-
based risk prediction models have emerged as potential 
winners in the last few years for bringing about a revolu-
tion in healthcare. By employing machine learning and 
deep learning algorithms, the models are capable of 
managing vast quantities of clinical data (unstructured 
and structured), identify hidden complex patterns, and 
generate personalized predictions more precisely than 
conventional techniques6. The development and appli-
cation of such models to predict risk for hypertensive 
emergency in high-risk populations of diabetic patients 
hold an enormous potential to promote screening, ear-
ly preventive therapy, and ultimately arrest associated 
morbidity and mortality7.

One important and largely underplayed step toward the 
clinician application of such advanced models is to test 
their generalizability and external validity across different 
populations. The performance of a model learned on a 
specific group (e.g., by geography or ethnicity) can be 
significantly reduced in other groups with differing epi-
demiological, genetic, environmental, and care charac-
teristics8. This is particularly important when projecting 
complications that are potentially subject to ethnic and 
racial differences, such as hypertensive emergencies. 
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Validating these models in multi-ethnic populations is 
not only required to establish that they are correct and 
dependable in the real world, but also an important step 
towards ensuring algorithmic fairness and preventing 
the creation or exacerbation of existing health inequali-
ties9. Therefore, studies and, most importantly, rigorous 
verification of AI-based risk prediction models for hyper-
tensive emergencies in diabetic patients in multiethnic 
cohorts are an unavoidable research imperative toward 
realizing personalized, equitable, and effective treatment 
for all patients10. 

Hypertension and diabetes, being two major and mostly 
comorbid risk factors for cardiovascular disease and its 
complications, have been under the spotlight of intensive 
investigations. Clinical and epidemiological information 
clearly shows that the occurrence of these two disorders 
increases exponentially the risk of acute cardiovascular 
events and target organ damage such as kidneys, brain, 
and heart11. Among them, hypertensive emergencies 
have drawn specific attention as one of the most harmful 
and frightening complications. Diabetic patients, due to 
numerous pathophysiologic reasons, including autonom-
ic control of the vasculature, arterial stiffness, endothelial 
dysfunction, and a very high prevalence of renal disease, 
are extremely prone to sudden and severe increases in 
blood pressure and its consequent complications12. This 
unique susceptibility highlights the need for stronger 
predictive processes for the recognition of the high-risk 
patient at an early time. Traditional risk assessment ap-
proaches to predicting acute events such as hypertensive 
emergencies have depended on regression statistical 
models of limited established risk factors. Although such 
models have been informative in epidemiologic analysis, 
clinically they are not of very good accuracy and sensitiv-
ity for prediction of relatively rare occurrences such as 
hypertensive emergencies in a given individual13. Major 
disadvantages are the inability to represent intricate and 
nonlinear interactions between numerous risk factors 
(clinical, laboratory, imaging, social), the exclusion of un-
structured information like clinical narratives or medical 
images, and the inability to recognize subtle emerging 
patterns and predictors over time14. 

These disadvantages lead to high false-negative error 
rates where patients at high risk who may be prevented 
by interventions are not detected. The arrival of artificial 
intelligence, and more precisely its subfields of machine 
learning and deep learning, has promised a drastic rev-
olution in the science of medical risk prediction15. With 
the ability to process vast amounts of multidimensional 
and heterogeneous data, ranging from electronic health 
records to genomic and imaging data, these technolo-
gies have unmatched ability to overcome the shortfalls 
of standard models. These algorithms, including ran-
dom forests, support vector machines, artificial neural 
networks, and transformer models, can learn intricate 
patterns, uncover implicit associations, and even learn 
to extract features of interest from raw data automatical-

ly16. Some recent studies have looked at applying these 
models to the prediction of different cardiovascular and 
renal complications of diabetes with promising results 
in enhanced predictive value compared to conventional 
methods. Some of them have even begun incorporating 
dynamic data, such as time trends in blood pressure or 
trends in glucose levels over time. But a simple and fun-
damental challenge to the clinical validity of most of these 
advanced models is the issue of generalizability17-19. 

Most AI models are generally trained and initially tested 
on rather homogeneous data along ethnic, geographical, 
or healthcare system lines. Performance being good for 
these specific groups does not always mean acceptable 
performance in other groups with different ethnic, racial, 
and cultural diversity and levels of access to care20. Vari-
ation in the prevalence and course of diabetes and hy-
pertension according to epidemiology, variation related 
to response to drugs and susceptibility to complications, 
social determinants of health (SDoH) such as socioeco-
nomic status, exposure to healthy food and residence, 
and structural variation in healthcare delivery may in-
fluence risk patterns significantly21. A model that has 
been trained on data from a predominantly white Euro-
pean population may have algorithmic bias in effectively 
identifying risk in patients within minority racial or ethnic 
groups, who may be underrepresented in the training 
dataset22. 

This can not only lead to prediction errors and adverse 
clinical outcomes within these groups, but even exacer-
bate existing health disparities. Precise external valida-
tion of AI-based risk predictive models, particularly for 
acute and critical conditions such as hypertensive emer-
gencies, in large, independent multiethnic populations is 
both a necessary and inevitable stepping stone to broad 
clinical use23. These large external validation studies 
allow one to evaluate model performance (in sensitiv-
ity, specificity, accuracy, and predictive value) across 
different ethnic and racial subgroups. This will lead to 
identification of model biases in target populations, iden-
tification of possible explanations (e.g., heterogeneity in 
the distribution of attributes, underrepresentation in edu-
cational data, or social determinants of health effects), 
and eventually more robust, fairer, and generalizable 
models24. If attention is only devoted to constructing new 
models without taking the matter of generalizability and 
fairness in different populations seriously, the full prom-
ise of such groundbreaking technologies to drive im-
proved care for all diabetes patients will not be realized. 
The gap in evidence about how AI models that predict 
hypertensive emergencies work in multiethnic groups 
thus underscores the urgent need for targeted studies25.
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Research design
This study will externally validate artificial intelligence 
-derived risk prediction models for hypertensive emer-
gencies among patients with diabetes, and is designed 
as a multicenter historical cohort study. The study popu-
lation is adult type 1 or type 2 diabetes patients with a 
concomitant diagnosis of hypertension who have been 
treated in contributing medical centers during a specified 
time period. Pre-existing models are validated on two in-
dependent and ethnically different cohorts.

Study population and sampling
Validation cohorts are enrolled from electronic health 
information systems of different medical centers from 
different geographic and ethnic regions (including the 
dominant ethnic groups). The inclusion criteria are age 
more than 18 years, obvious diagnosis of diabetes mel-
litus, diagnosis of hypertension, and at least two visits 
recorded during the study period. Exclusion factors are a 
prior history of hypertensive emergencies prior to initia-
tion of the study, end-stage renal failure, pregnancy, and 
loss to follow-up. For every validation cohort, simple ran-
dom sampling was carried out and sample size based 
on the anticipated event prevalence and the analytical 
needs of the AI models.

Variable and outcome definitions
The primary outcome of the research was determined 
as the occurrence of a hypertensive emergency during 
the follow-up. This outcome was established based on 
standard clinical criteria documented within the elec-
tronic health record, including a severe and symptomatic 
increase in blood pressure (systolic ≥ 180 mmHg and/
or diastolic ≥ 120 mmHg) with documentation of acute 
and progressive target organ damage (e.g., encepha-
lopathy, intracranial hemorrhage, acute heart failure, 
acute coronary syndrome, aortic dissection, eclampsia, 
progressive retinopathy, or acute renal failure). The pre-
dictor variables may be any one or more of the follow-
ing: demographic factors (gender, ethnicity, age), clini-
cal factors (body mass index, duration of diabetes and 
hypertension, cardiovascular history, smoking history), 
paraclinical factors (HbA1c, serum creatinine, estimated 
glomerular filtration rate, albuminuria, lipid profile), thera-
peutic factors (dose and type of antidiabetic and anti-
hypertensive medication), and continuous monitoring 
parameters (fluctuations in blood glucose, systolic and 
diastolic blood pressure patterns).

Data collection and preprocessing
Raw data are extracted in structured and semi-structured 
format from the electronic health websites of the partici-
pating centers. Data preprocessing includes integration 
of sparse data, handling missing data through a set of al-
gorithms (removal of cases with missing vital data, algo-
rithmic imputation), coding qualitative variables, normal-
ization of the range of continuous variables, and feature 
engineering of temporal features (e.g., moving average 
computation and parameter oscillations). For unstruc-
tured clinical text data such as linked clinical notes, sim-

ple natural language processing techniques are used to 
automatically detect the primary events or diagnoses.

Artificial Intelligence Models and Validation
Existing risk prediction models based on machine learn-
ing algorithm-based (such as Gradient Boosting Ma-
chines, Random Forest) or deep learning-based (such 
as feedforward neural networks) models are used. 
These models are used directly in independent, multi-
ethnic validation cohorts without training or retraining 
on new data. The performance of each model is evalu-
ated in depth, including calculating discrimination mea-
sures (e.g., area under receiver operating characteristic 
curve (AUC-ROC), recall) and calibration (e.g., calibra-
tion curve and Hosmer-Lemeshow statistics). Subgroup 
analyses by age groups, gender, and ethnicity, as well 
as sensitivity analyses, are done to check if the perfor-
mance varies.

Statistical Analysis
To compare the performance estimate of the models 
across subgroups, appropriate statistical analysis is 
conducted. 95% confidence intervals of the performance 
measures (e.g., AUC-ROC) are estimated. In compar-
ing model performance across ethnic groups, compara-
tive area under the curve (DeLong test) and calibration 
checking tests are used. Multivariate analyses are per-
formed to evaluate the independence of the model’s pre-
diction from confounding variables.

he study enrolled 24,718 adults with comorbid 
diabetes and hypertension across two multi-
ethnic validation cohorts. Cohort A (n=15,392) 

represented European (42%), South Asian (31%), and 
African (27%) ancestries, while Cohort B (n=9,326) 
comprised Hispanic (38%), East Asian (33%), and Mid-
dle Eastern (29%) populations. As presented in Table 
1, substantial variations in clinical profiles emerged: 
South Asian participants had the highest mean HbA1c 
(8.6%±1.8) and lowest HDL levels, whereas patients of 
African descent exhibited the most pronounced systolic 
blood pressure fluctuations (SD=18.2 mmHg). Hyperten-
sion duration exceeded 12 years in African subgroups 
but averaged under 9 years in East Asians. Albuminuria 
prevalence spanned from 22% in Europeans to 39% in 
Hispanic individuals, highlighting population-specific risk 
landscapes.
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Table 1: Demographic and Clinical Characteristics
Characteristic Cohort A (n=15,392) Cohort B (n=9,326)

Age (years) 62.4 ± 9.8 60.1 ± 10.5
HbA1c (%) 8.2 ± 1.6 8.3 ± 1.7

SBP variability 
(mmHg) 16.3 ± 5.4 15.9 ± 5.1

Table 2 compares three machine learning models 
against conventional logistic regression. The gradient 
boosting algorithm (XGBoost) demonstrated superior 
discriminative capacity in both cohorts (Cohort A AUC 
0.89, 95% CI 0.87-0.91; Cohort B AUC 0.85, 95% CI 
0.82-0.88), outperforming regression models by 14% 
(p<0.001). While neural networks achieved the highest 
sensitivity (82.3%), random forest excelled in specificity 
(91.7%). Calibration curves revealed near-perfect align-
ment between predicted and observed outcomes for XG-
Boost (Brier score 0.08), contrasting with regression’s 
systematic underestimation of high-risk probabilities.

Table 2: Overall Model Performance

Metric XGBoost Neural Network Logistic 
Regression

AUC 0.89 0.87 0.75
Sensitivity 81.4% 82.3% 63.2%
Specificity 89.2% 86.7% 82.4%

Stratified analyses uncovered significant performance 
variations. As shown in Table 3, XGBoost maintained 
robust discrimination across ethnicities (AUC >0.80) 
but showed reduced sensitivity in African descendants 
(76.2%) compared to South Asians (88.1%). 

Table 3: Ethnic Performance in Cohort A
Ethnicity AUC Sensitivity Calibration Error
South Asian 0.91 88.1% 3.2%
African 0.83 76.2% 8.7%
European 0.88 82.7% 4.1%

Positive predictive value differentials exceeded 15% be-
tween Hispanic and East Asian subgroups in Cohort B 
(Table 4). Notably, false negative rates were 60% higher 
in African versus European populations despite compa-
rable AUC values, suggesting clinically relevant detec-
tion gaps.

Table 4: Cohort B Predictive Values
Ethnicity PPV NPV False Negative Rate
Hispanic 36.2% 97.1% 18.3%
East Asian 51.7% 98.4% 11.6%
Middle Eastern 44.8% 96.3% 15.2%

Feature importance analysis (Table 5) identified three 
temporal patterns as primary predictors: 90-day systolic 
blood pressure volatility (mean SHAP value 0.32), fre-
quency of glycemic excursions (0.28), and rapid eGFR 
decline trajectories (0.25). Ethnic-specific variations 
emerged: albuminuria contributed most significantly in 
Hispanic patients (SHAP 0.41), while nocturnal hyper-
tension patterns were paramount in East Asians (SHAP 

0.38). Medication adherence metrics disproportionately 
influenced risk stratification in socioeconomically disad-
vantaged groups.

Table 5: Predictor Importance
Feature SHAP Value Ethnic Variability
SBP volatility 0.32 High
Glycemic excursions 0.28 Moderate
eGFR slope 0.25 Low

Model calibration proved suboptimal in extreme-risk 
populations (Table 6). All algorithms accurately predict-
ed events in moderate-risk strata (calibration slope 0.98-
1.02) but consistently underestimated incidence in the 
highest-risk decile (observed event rate 38.2% vs pre-
dicted 28.7%). This miscalibration was most pronounced 
in African descendants (error ratio 1.43) and residents 
of high-deprivation neighborhoods, where absolute pre-
diction errors exceeded 8% - nearly double the cohort 
average.

Table 6: Error Analysis Across Subgroups
Subgroup AUC Calibration Error
Overall 0.89 5.8%
African descent 0.83 8.2%*
Low SES neighborhoods 0.81 9.1%*
Fragmented EHR data 0.71 14.3%*
(*p<0.01 vs overall)

Performance remained stable across challenging clini-
cal scenarios (Table 6). The XGBoost algorithm retained 
AUC >0.83 in elderly patients (>75 years), advanced 
chronic kidney disease (stages 3-4), and insulin-depen-
dent diabetes. However, predictive accuracy deteriorat-
ed significantly (ΔAUC -0.18) in patients with fragmented 
electronic health records, emphasizing data complete-
ness dependencies. Temporal validation across 2-year 
intervals confirmed stability (AUC fluctuation ±0.02).
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he present study took a big leap toward es-
tablishing the generalizability of AI-based risk 
prediction models across multiethnic groups 

by validating them. The findings clearly demonstrated 
that the sophisticated models, especially XGBoost, per-
formed significantly better than traditional logistic regres-
sion models with greater performance in both validation 
sets. This supremacy is largely due to the fact that the 
AI is capable of examining dynamic temporal patterns 
such as changes in systolic blood pressure, high levels 
of change in estimated glomerular filtration rate, and fre-
quency of change in glycemia not captured in standard 
practice. However, the present study revealed global 
barriers to clinical application. While there were toler-
able aggregate performances, significant variations in 
predictive effectiveness within ethnic subgroups were 
observed, as reflected by diminished model sensitiv-
ity in African-American patients compared with South 
Asians and diminished positive predictive value in His-
panic patients compared with East Asians. Such hetero-
geneities suggest systematic bias in the identification of 
high-risk patients in particular populations. The etiology 
of this multivariate performance difference is explored. 
Epidemiological and pathophysiological differences in 
risk factor prevalence, such as the higher albuminuria 
prevalence in Hispanics and blood pressure variability 
in African Americans, initially led to differing weights of 
predictor variables within the model. Feature importance 
analyses suggested nocturnal blood pressure pattern 
most predicted East Asians, and albuminuria predicted 
Hispanics most strongly. Second, the social determi-
nants of health exerted their influence in increasing pre-
diction error in disadvantaged populations, in which the 
socioeconomic determinants of care access and medica-
tion adherence were introduced as unfunded predictors. 
Third, poor calibration of high-risk groups, particularly in 
African Americans, resulted in underestimation of true 
risk in those who most desperately needed it. Fourth, 
the dramatic reduction in model performance among pa-
tients with incomplete electronic records reminds us of 
the importance of data integrity as a prerequisite. The 
findings of this study have multiple practical applications. 
The persistent dominance of the XGBoost model among 
challenging subgroups such as aged patients, severe 
chronic renal failure, and insulin-dependent diabetes 
proves actual capability of the technology for more ac-
curate screening. Nevertheless, ethnic variability in pre-
dictor importance underscores that unadjusted general 
models may not be as efficient. To minimize error, social 
determinants of health need to be integrated into the de-
sign of next-generation models and dynamic calibration 
techniques tailored to high-risk groups need to be de-
veloped. The performance differences by ethnic group 
emphasize population-specific validation before using 

and constructing surveillance designs for measuring al-
gorithmic bias.

The research being undertaken had limitations that need 
to be considered when interpreting findings. The retro-
spective design of the study could have been biased by 
inadequate clinical documentation. Also, ethnic classi-
fication based on self-reporting may have disregarded 
within-group heterogeneity. Lack of access to some valid 
social determinants of health, such as quantitative mea-
sures of food security or levels of chronic stress, may 
have affected the validity of the model. Second, use of 
a composite outcome in the definition of hypertensive 
emergencies may have masked pathophysiological het-
erogeneity among target organ damage categories.

n conclusion, this study vindicates the fact that AI-
driven risk prediction models are robust tools for 
the identification of diabetic patients at risk of de-

veloping hypertensive emergencies. Nonetheless, con-
siderable variations in performance between ethnic and 
social groups present formidable ethical and technical 
challenges to widespread and equitable clinical applica-
tion. Understanding the potential of AI in enhancing the 
health of heterogeneous populations calls for more in-
clusive models with the addition of social data, individual 
validation within every demographic setting, and adap-
tive calibration processes. Emerging research must aim 
to create comprehensive frameworks that, at the same 
time, provide predictive precision, multiethnic generaliz-
ability, and algorithmic fairness to efficiently and fairly 
provide preventive care to all patients.
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